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ABSTRACT  

 

The main problematic coming from the Laser Powder Bed Fusion (L-PBF) technique is the achievement of a  fully dense part out of the interconnected tracks. The 

correct choice of process parameters is of fundamental importance to obtain a porosity free component. In this work, a model is described as able to simulate the 

printing process. The proposed model is a simplified numerical tool for designing processing windows suitable for metal alloys of any composition. The considered 

approach makes the model used as much practical as possible while keeping the physical description representative. The model is validated fitting experimental 

measures of track width, depth and cross-sectional area taken from three literature sources, referring to Ti6Al4V, Inconel 625 and Al7050. Effective liquid pool thermal 

conductivity, laser absorptivity and depth of application of laser energy are here considered as fitting parameters. Laser absorptivity and depth of application of laser 

energy result to rise almost linearly with increasing specific energy; the slopes of the three analyzed alloys result very close to each other. The obtained results give 

confidence about the possibility of using the model as a predicting tool after further calibration on a wider range of metal alloys. 
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INTRODUCTION 

 

Laser Powder Bed Fusion (L-PBF) is one of the most adopted and successful 

powder bed fusion-based additive manufacturing technologies for many types of 

alloys including stainless steels and light alloys [1-6]. In L-PBF melting and 

solidification of a small powder, the volume is obtained using scanning on a 

powder layer by a laser. In the end, the partially overlapping tracks solidified or 

partially re-melted on any single layer are connected and the final component is 

manufactured. Main critical issues coming from this method concern the 

achievement of a fully dense part out of tracks interconnections. The target 

mechanical properties of a component (e.g. strength, ductility, creep and fatigue 

behaviours) strongly depend on the presence of porosities [7-18]. It is well known 

that process parameter correct determination a key issue to achieve porosity-free 

manufacture. It is also known that it strongly depends on powder composition 

morphology. The process parameter list includes the following topics: layer 

thickness, hatch, laser spot diameter and power. Finally, scanning speed needs to 

be considered. While layer thickness is affected by matters depending on the 

component target surface finishing degree resolution, the laser spot diameter is 

usually fixed on commercial 3d printers. The optimized process needs to take into 

account the determination of the best laser power and speed as well of the hatch 

distance. Therefore in order of selective laser melting process optimization,  tools 

able to define the operating window in the P-v (laser beam power – velocity) 

space are needed. Such tools are required to take into account the dependence of 

such items on metals composition and powder morphology. 

Several approaches have been developed for the above problem [19-22]. In 

the approach reported in [23], the process mapping simply gets to the process 

outcomes of an additive manufactured process, jus considering input power and 

speed. Usually, constant cross-sectional area curves are plotted to allow to 

determine the power and speed combinations resulting in a similar melt pool 

cross-sectional area. 

Numerical modelling of the track melting has been approached by the use of 

commercial finite element software’s [24-26]. 

In particular [27] reports about experiments carried out at the National 

Institute of Standards and Technology (NIST) on an Inconel 625  plate using an 

EOSINT M270 Laser Powder Bed machine. A test matrix of several powers and 

speed values combinations was originated, covering the full standard operating 

region of the considered 3D printer. Laser process simulations were carried out 

using a 3D finite element model. Results of the simulation were compared with 

the experimental cross-sectional areas. A not perfect fitting was obtained using a 

fixed value of effective laser absorptivity of 0.57, inducing to hypothesize better 

fitting for an absorptivity varying with laser power and speed.  

In this paper, we propose a modelling tool able to generate processing maps of 

alloys suitable to the laser powder bed fusion technique. A simplified physical 

frame is modelled to reduce computing time. The model is then applied covering 

process parameters ranges typical of the specific additive manufacturing machine.  

The output is the limits of the conduction, transition and keyhole modes in the 

laser power-velocity plane, along with the full dense region. 

Experimental data concerning different thermo-physical alloys properties are 

needed to validate the model. Three data sources have been selected throughout 

the literature at this first step of the model evolution [28-33]. 

 

The model 

 

The continuous modification of the melt pool as the specific laser energy is due 

to the gas/melt surface evaporation onset and occurs when the temperature is high 

enough. The conduction mode ends up and a recoil momentum [10] is produced 

modifying the initially flat gas/melt interface and leading to an increasingly 

deeper cavity as the laser entering specific energy is enhanced. As the cavity 

deepens, higher energy values are absorbed into the cavity due to multiple ray 

reflections against the cavity interface [29]. Due to this mechanism, a shallow 
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cavity intercepts less energy than a deep keyhole cavity, resulting in a continuous 

increase of the effective laser absorbance of the interface achieving its minimum 

in the conduction mode; afterwards increasing in the transition mode, until 

reaching the maximum close to unity, for a fully developed keyhole. The 

absorbance minimum value is strictly correlated to the natural absorptivity of the 

metal alloy. As a consequence, the melt pool geometry transforms turning from 

wide and flat into narrow and deep. 

The model is developed using the finite volume technique aimed to better take 

into account the gas cooling effect and its dependence on its vector properties and 

is described in detail in [34].  

To achieve a  simplified representation of the welding process, two main 

assumptions are performed: 

1. avoiding evaporation and keyhole formation of explicit simulation. Heat 

transfer is modelled in terms of conduction through the melt pool for 

any operating condition input. This implies an accurate model 

validation and calibration for properly taking into account how much 

evaporation and formation of the cavity affect the melt pool geometry 

and overall heat transfer conditions. 

2. modelling the powder layer as a continuum material, which thermo-

physical properties come from a local powder particles arrangements, 

leading to the formation of sites where the powder is packed or rarefied 

(as the effect of the mixture with the gas).  

 

RESULTS 

 

The first applications, herein discussed, refer to single tracks generated over a 

single powder layer and have been used to calibrate the model using consistent 

experimental data [27-29]. 

The applied strategy to gain fitting results involves two different stages. In the 

first stage, the input laser specific energy is raised from the lowest level, the 

height h is set to an initial value and the laser absorptivity is given as first attempt 

the value competing to the simulated metal alloy, as deduced from available 

databases of metal surfaces reflectivity. Both h and keep constant values for all 

operating conditions resulting in conduction mode. 

The calibration when simulating the conduction mode is addressed at fitting 

measured depth and width data and at obtaining the boiling conditions in the 

weld pool at operating conditions experimentally marking the passage from 

conduction to evaporation. Experimental data employed in this work provide 

numerous track measures at different P-v values, scanning over the operating 

ranges of P and v with quite fine resolution, allowing for precisely detecting the 

transition from conduction to evaporation and keyhole formation. Laser 

absorptivity and effective thermal conductivity in the liquid pool are set as fitting 

parameters. Up to now, the calibration experience shows almost no need to vary 

the laser absorptivity derived from literature and web repositories referring to 

each metal alloy. 

In the second stage, height h and are varied with varying laser parameters until 

fitting measured values of depth and width. In particular, absorptivity increases 

with increasing the input laser specific energy until reaching a plateau at a value 

close to unity. Laser efficiency has been kept constant and equal to 0.85. 

The comparison between measured and calculated cross-sectional data are 

reported in Figure 1, in terms of width and depth data concerning the analysis 

performed on Ti6Al4V [28] (Figure 1a), Inconel 625 [29] (Figure 1b) and of the 

cross-sectional area for Al7050 [27] (Figure 1c). 

 

 
 

 

 
 

Fig. 1 Comparison between measured and calculated data of Ti6Al4V track 

depth and width (a), Inconel 625 track cross-section area from (b), 

Al7050 (c). 
 

A good agreement has been found except for width values for deep keyhole 

shapes. The typical keyhole cross-section geometry is characterised by a width 

profile rapidly changing from wide, near the surface, to narrow deep below. The 

simplified approach of the present model is not capable to catch this geometry 

complexity. The net result is that it fails in giving precise width values, although 

the calculated depth and cross-sectional area fit well the measured values. 

The fitting parameters: h and  shows the trends against specific energy, 
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shown respectively in Figure 2  and Figure 3. 

 

 

 

Fig. 2. Calculated trends of height h vs specific energy for the three analysed 
alloys. 

 

 

Fig. 2. Calculated trends of laser absorptivity vs specific energy for the three 

analysed alloys. 
 

Bold symbols in Figure 2 and 3 highlight specific energies above which deep 

keyhole is experimentally observed for the three alloys. Dilip et al. [28] put into 

evidence the presence of keyhole porosity for specific energies above 0.26 J mm-

1. Montgomery et al. [27] notice keyhole shape for specific energies above 0.4 J 

mm-1 and Qi et al. [29] recognise well-developed keyhole regime only at very 

high power level, close to 2 J mm-1, although severe keyholing is detected at 

specific energy as low as 0.57 J mm-1. 

While for Ti6Al4V and Inconel 625 this experimental outcome meets the 

respective calculated curves at  ≈ 0.8, the keyhole observed in Al7050 tracks 

appears for a calculated = 0.97. 

 

CONCLUSION 

 

A model has been developed using the commercial code ANSYS Fluent for 

simulating the printing process inside an L-PBF machine. A simplified approach 

has been adopted to make the model use as much practical as possible for design 

the processing window of alloys of any composition. 

The model has been calibrated fitting experimental measures of track width, 

depth and cross-sectional area taken from three literature sources, referring to 

Ti6Al4V, Inconel 625 and Al7050. 

A strategy of model calibration is employed based on varying the effective liquid 

pool thermal conductivity to fit the experimentally observed evaporation start 

with the calculation of the boiling temperature as maximum pool temperature. 

Laser absorptivity and depth of application of laser energy are further varied to fit 

width and depth data. They result to rise almost linearly with increasing specific 

energy assuming slopes very close for the three analyzed alloys. In particular, 

laser absorptivity increase from the base level consistent with the absorptivity of 

the alloy at the laser wavelength, until reaching a maximum value close to unity. 

From the experiments described in the reference papers used in this work, deep 

keyhole already appears for calculated values of absorptivity of almost 0.8. 

The model needs to be further calibrated to validate the present observations and 

refine the fitting parameters (effective liquid conductivity, the slope of h and  
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